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Decision/action requested

The group is asked to approve the proposal.
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Rationale

E2E latency is the latency across multiple domains, e.g. RAN domain, core network domain and transport network domain, each domain should ensure its own latency requirement to achieve the total E2E latency goal. The domain specific MDAS can be utilized to provide the domain specifc latency analysis, and together with the cross-domain MDAS to provide E2E latency analysis to support SLS assurance.  
With regard to latency analysis for URLLC services, the performance data and fault data are required to be collected, reported and analysed in near real time. The support of performance data streaming service have been already defined for NF, network slice subnet instance, network slice instance and network/sub-network in TS 28.550 [2]. And the time granularity for streaming data reporting for typical URLLC services should be further studied.

Distributed MDAS Providers deployment architecture is depicted in annex A.7 in TS 28.533 [3], where centralized MDAS Providers produces centralized MDAS and domain MDAS Providers produces domain MDAS. It is expected this distributed MDAS deployment model be applied for URLLC services in order to analyse the network or service latency. AI/ML models and analytics data may need to be exchanged between the domain MDAS and centralized MDAS.

This contribution proposes to update the solution to cover both domain specific MDAS anyalysis and cross-domain MDAS analysis scenarios, and to add the descriptions and requirements of distributed MDAS deployment and coordination in latency analysis for URLLC services.
4
Detailed proposal

This contribution proposes to make the following changes in [1].

	1st Change


6.3
SLS assurance related issues
6.3.1
E2E latency analysis

6.3.1.1
Use case

Latency is one of the SLA parameters for URLLC services. User data packets should be successfully delivered within certain time constraints to satisfy the end users requirements. 

Latency could be impacted by the network capability and network configurations, e.g. configuration of service priority, RAN capacity, network load, number of re-transmissions, Wireless channel environment and the processing time of the network functions, etc. These factors may be the root cause if the latency requirements cannot be achieved. Packet transmission latency may dynamically change if one or multiple of these factors change. The latency requirement should be assured even if some of the network conditions may degrade. There are some mechanisms to assure latency, e.g. to upgrade the service priority, allocate or reserve more network resource, prepare backups. 
With regard to latency analysis for URLLC services, the performance data and fault data are required to be collected, reported and analysed in near real time. Distributed MDAS deployment architecture should be applied for this scenario. The domain MDAS Providers located in the edge network provides latency analysis or predictions for local services in near real time. E.g. for latency and other related QoS evaluation or prediction for V2X application, user location and user trajectory may need to be analyzed in near-real time. The analytical report can be consumed by edge AFs to perform actions in time. The centralized MDAS Providers analyzes integrate latency performance for cross domain. It may provide more comprehensive analytical report to the centralized AF. AI/ML models or analytical data may need to be exchanged between the neighbouring domain MDAS Providers, or between domain MDAS Providers and the centralized MDAS Providers.
From the management perspective, resource configuration and allocation algorithms or policies should support latency assurance. E2E latency is the latency across multiple domains, e.g. RAN domain, core network domain and transport network domain, each domain should ensure its own latency requirement to achieve the total E2E latency goal. The domain specific MDAS can be utilized to provide the domain specifc latency analysis, and together with the cross-domain MDAS to provide E2E latency analysis to support SLS assurance.
6.3.1.2
Potential requirements

REQ-LATENCY_ASS-CON-1: MDAS producer should have the capability to provide analytics report describing the  latency problem.
REQ-LATENCY_ASS-CON-2: The MDAS producer should have the capability to provide the latency analytics report in time for URLLC services according to the corresponding latency requirement.
REQ-LATENCY_ASS-CON-3: Distributed MDAS deployment and exchange of analytical data between MDAS providers shouldbe supported.
REQ-LATENCY_ASS-CON-4: The analytics report describing the latency problem should include the following information:

-
The identifier of the latency issue;
-
Indication of latency issue type;

-
The start time and end time of the latency issue;

-
The geographical area and location where the latency issue exists;

-
 Root cause of the latency issue;

-
The objects affected by the latency issue;

-
The severity level of the latency issue;

-
The recommended actions to solve the latency issue.
6.3.1.3
Possible solutions

6.3.1.3.1
Solution description

The performance measurements, e.g., network latency, UE throughput, network resource utilization and packet loss can be utilized for E2E latency analysis. To support E2E latency assurance in order to satisfy the latency requirements from the vertical users, MDAS producer is able to provide the analytics report as defined in 6.3.1.3.3 related with E2E latency analytics triggered by event or periodically.
6.3.1.3.2
Required data for latency analysis for RAN domain
The management data required to analyze the latency are defined as the following table.
	Input data
	Data type
	Description

	S-NSSAI
	Service data
	“S-NSSAI” as defined in clause 5.15.2, TS 23.501 [13]. MDAS may derive network topology information according to S-NSSAI

	Performance measurement
	Measurement data
	Packet delay: “packet delay” measurement as defined in clause 5.1.1.1, clause 5.1.3.3, TS 28.552 [8];

IP Latency measurements: “IP Latency measurements” as defined in clause 5.1.3.4, TS 28.552 [8];



UE throughput: The IP throughput of end users, see clause 5.1.1.3 of TS 28.552 [8]; 

RAN UE throughput: A KPI that shows how NG-RAN impacts the service quality provided to an end-user, see clause 6.3.6 of TS 28.554 [7];


Throughput at N3 interface: Upstream/Downstream GTP data throughput at N3 interface, see clause 6.3.4 and clause 6.3.5 of TS 28.554 [7];
Radio resource utilization: The usage of physical radio resource utilization of the network, see clause 5.1.1.2 of TS 28.552[8];

CQI related measurements: the distribution of Wideband CQI (Channel Quality Indicator) reported by UEs in the cell, see clause 5.1.1.11 of TS 28.552 [8];

MCS related Measurements: the distribution of the MCS scheduled for PDSCH RB by NG-RAN, the distribution of the MCS scheduled for PUSCH RB by NG-RAN, see clause 5.1.1.12 in TS 28.552 [8];

	MDT Data 
	Measurement data
	UE measurements related to RSRP, RSRQ, SINR and UE location information, see TS 37.320 [12].

	QoE Data
	Measurement data
	The details information of QoE data required by this case is FFS.


Note: The above parameters may not be the complete list.
6.3.1.3.3
Required data for latency analysis for CN domain

The management data required to analyze the latency are defined as the following table.
	Input data
	Data type
	Description

	S-NSSAI
	Service data
	“S-NSSAI” as defined in clause 5.15.2, TS 23.501 [13]. MDAS may derive network topology information according to S-NSSAI

	Performance measurement
	Measurement data
	Round-trip GTP Data Packet Delay: “Round-trip GTP Data Packet Delay” as defined in clause 5.4.1.9, TS 28.552 [8];

GTP packets delay in UPF: “GTP packets delay in UPF” as defined in clause 5.4.5, TS 28.552 [8];
Round-trip GTP Data Packet Delay on N9 interface: “Round-trip GTP Data Packet Delay on N9 interface” as defined in clause 5.4.4.1, TS 28.552 [8];
Throughput at N3 interface: Upstream/Downstream GTP data throughput at N3 interface, see clause 6.3.4 and clause 6.3.5 of TS 28.554 [7];


Note: The above parameters may not be the complete list.
6.3.1.3.4
Required data for E2E latency analysis for cross domain

For cross domain analysis, the RAN and CN domain required data as described in 6.3.1.3.2 and 6.3.1.3.3 may be also needed, as well as the potential data described in the following table.
	Input data
	Data type
	Description

	S-NSSAI
	Service data
	“S-NSSAI” as defined in clause 5.15.2, TS 23.501 [13]. MDAS may derive network topology information according to S-NSSAI

	Performance measurement
	Measurement data
	End-to-end Latency of 5G Network: “End-to-end Latency of 5G Network” as defined in clause 6.3.1, TS 28.554 [7];

Throughput for network slice instance: Upstream/Downstream throughput for network and Network Slice Instance, see clause 6.3.2 and clause 6.3.3 of TS 28.554 [7];

	QoE Data
	Measurement data
	The details information of QoE data required by this case is FFS.

	“Required data for latency analysis for RAN domain” or RAN domain “Analytics report for latency analysis”
	Measurement data and/or analytical data
	Raw data in “6.3.1.3.2 Required data for latency analysis for RAN domain”, or analytical data of RAN domain in “6.3.1.3.5 Analytics report for latency analysis”

	“Required data for latency analysis for CN domain” or CN domain “Analytics report for latency analysis”
	Measurement data and/or analytical data
	Raw data in “6.3.1.3.3 Required data for latency analysis for CN domain”, or analytical data of CN domain in “6.3.1.3.5 Analytics report for latency analysis”


Note: The above parameters may not be the complete list.
6.3.1.3.5
Analytics report for latency analysis
Following table shows the potential information of the domain specific or cross domain E2E analytics report for latency analysis based on the required data received as described in 6.3.4.3.2, 6.3.4.3.3 and 6.3.4.3.4.
	Analytics Report of E2E latency analysis
	Attribute Name
	Description

	
	SLS assurance issue Identifier
	The identifier indicates the SLS assurance issue

	
	Indication of SLS assurance issue type
	Indicates the type of the SLS assurance issue, e.g., RAN latency issue, CN latency issue, TN latency issue.

	
	Location
	The geographical area and location where the latency issue exists

	
	Start time
	The start time of the latency issue

	
	Stop time
	The stop time of the latency issue

	
	Root cause
	The root cause of the E2E latency degradation, e.g. coverage issue, load issue in RAN, load issue in CN, low throughput in RAN, low throughput in CN etc.

	
	Affected objects
	The MOIs of cells, subnetwork or network slices affected by the latency issue;

	
	Severity level
	The severity level (e.g., critical, medium, not important) of the latency issue;

	
	Recommended actions
	The recommended actions to solve the latency issue, e.g., resource radio resources re-allocation in gNB, scaling the VNF.


Editor’s Note: Quantification of severity levels is FFS.

	End of changes


